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Abstract With the objective of generating “shape-preserving” smooth interpolating
curves that represent data with abrupt changes in magnitude and/or knot spacing, we
study a class of first-derivative-based C1-smooth univariate cubic L1 splines. An L1
spline minimizes the L1 norm of the difference between the first-order derivative of
the spline and the local divided difference of the data. Calculating the coefficients
of an L1 spline is a nonsmooth non-linear convex program. Via Fenchel’s conjugate
transformation, the geometric dual program is a smooth convex program with a linear
objective function and convex cubic constraints. The dual-to-primal transformation is
accomplished by solving a linear program.
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1 Introduction

Let {xi : i = 0, 1, . . . , n} be a set of strictly increasing knots covering the real interval
[a, b], that is,

a = x0 < x1 < x2 < · · · < xn = b. (1)

Let {zi ∈ R : i = 0, 1, . . . , n} be a set of corresponding values. We seek a piecewise
polynomial function Z(x) with some desired properties that interpolates the data set
(xi, zi), i = 0, 1, . . . , n [3,4,10,22,25,29]. In particular, we are interested in piecewise
polynomial interpolants that “preserve the shape” of the data. One simple and fre-
quently used procedure is piecewise linear interpolation. Such interpolation preserves
shape well in the sense that there is no extraneous nonphysical oscillation. In particu-
lar, when the zi’s are convex (concave or monotone), the piecewise linear interpolant
is also convex (concave or monotone, respectively). However, piecewise linear inter-
polants are generically nonsmooth at the knots and may not be sufficiently accurate
unless the knots are closely spaced. Cubic piecewise polynomials are alternatives that
have been widely investigated.

The traditional approach in designing a piecewise cubic polynomial interpolant
Z(x) is to minimize the L2 norm of the second derivative, that is, to minimize

∫ b

a
(z′′(x))2 dx,

over the space of functions with second derivatives in L2(a, b) subject to the inter-
polation conditions z(xi) = zi, i = 0, 1, ..., n [2,3,13,25,27]. (Boundary conditions,
such as z′′(a) = z′′(b) = 0, could be added with no major change to the theory
presented below.) These splines exhibit many desirable theoretical approximation
properties but have extraneous oscillation and do not preserve the shape of the data
well. For this reason, they are used less widely than linear splines. Designing cubic
splines that preserve the shape of data well is an important topic of research. One
direction of research has focused on replacing the L2 norm by the Lp norm [1–
3,9,12,14,16,20,24,25]. Cubic L1 splines, that is, cubic splines that minimize the L1
norm of the second derivative, have attracted attention recently because they do not
have the nonphysical oscillation endemic in traditional spines, preserve the shape
of the data well and can be calculated by efficient algorithms [5,6,8,16,18]. In the
literature, all of the cubic L1 splines have obtained by minimizing the L1 norm of
the second derivative of the spline except for those in [19], which are obtained by
minimizing the L1 norm of the difference between the first-order derivative of the
spline and the local divided difference of the data.

Motivated by the success of the computational experiments in [19], we investi-
gate in this paper a theoretic model for the new class of C1-smooth cubic L1 splines,
which we call “first-derivative-based L1 splines.” Calculating the coefficients of first-
derivative-based L1 splines turns out to be a non-differentiable convex programming
problem. Traditional non-smooth optimization methods [28] can be applied, but such
methods cannot easily be formulated to take advantage of the structure inherent in
first-derivative-based L1 splines and are, therefore, neither theoretically nor compu-
tationally efficient. Following [5], we investigate the possibility of using differentiable
convex optimization techniques to handle this problem by studying its geometric dual
model obtained through Fenchel’s conjugate transform [23,26]. We show that the
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dual problem is a smooth convex program with a linear objective function and cubic
constraints. This allows one to apply efficient interior-point algorithms for smooth
convex programming [21] or to design new algorithms related to [6]. Once a dual
solution is found, we show that the primal solution can be obtained by solving a
sparse linear programming problem [11].

The rest of this paper is organized as follows. In Sect. 2, we formulate an opti-
mization model with a non-differentiable convex objective function for first-deriva-
tive-based univariate cubic L1 spline. In Sect. 3, we derive the conjugate function of
this non-differentiable objective function. In Sect. 4, we formulate the geometric dual
program for the original problem. We also show how to construct a primal optimal
solution via a linear programming for dual-to-primal conversion. Concluding remarks
are given in the last section.

2 Optimization model

The “data spacing” (knot spacing) and the (local) “data slope” (slope of the linear
spline) are

hi = xi+1 − xi and �zi = zi+1 − zi

hi
, i = 0, 1, . . . , n − 1,

respectively. Our objective is to find a C1-smooth piecewise cubic polynomialZ(x) that
interpolates the data (xi, zi), i = 0, 1 . . . , n, and minimizes the L1 distance between
its first-order derivative and the data slope. More specifically, on each subinterval
[xi, xi+1], we seek a cubic Hermite polynomial

Zi(x) = pi + qi(x − xi)+ ui

2
(x − xi)

2 + vi

6
(x − xi)

3,

that joins together C1-smoothly with the cubic Hermite polynomial(s) in the adjacent
interval(s) on the right and left and minimizes the difference between

Z ′
i (x) = qi + ui(x − xi)+ vi

2
(x − xi)

2

and �zi, i = 0, 1, . . . , n, over [a, b]. We denote the vector

(p0, q0, u0, v0, p1, q1, u1, v1, . . . , pn−1, qn−1, un−1, vn−1, pn)
T

by X ∈ R4n+1. Denote the indicator function of a convex set D by δ(x|D): δ(x|D) = 0
if x ∈ D; δ(x|D) = ∞ otherwise. Let Ci = {zi}, i = 0, 1, . . . , n. With this notation,
finding the cubic L1 spline is equivalent to solving the following optimization problem:

min
X∈R4n+1

F(X ) :=
n−1∑
i=0

∫ xi+1
xi

∣∣Z ′
i (x)−�zi

∣∣dx +
n∑

i=0
δ(pi|Ci)

Subject to pi + hiqi + h2
i

2
ui + h3

i

6
vi = pi+1, i = 0, 1, . . . , n − 1,

qi + hiui + h2
i

2
vi = qi+1, i = 0, 1, . . . , n − 2.

(2)
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The two groups of constraints require that two adjacent local cubic polynomials
have the same function value and first-order derivatives at common knots. The
interpolation requirements pi = zi, i = 0, 1, . . . , n is incorporated into the objective
function using the indicator function. This will make it easier for us to derive its dual
problem. No explicit boundary conditions for the spline at x0 and xn are included in
the above model, although they could easily be incorporated as we will mention in
the conclusion.

For convenience, we let

fi(qi, ui, vi) :=
∫ xi+1

xi

∣∣Z ′
i (x)−�zi

∣∣dx

= hi

∫ 1

0

∣∣∣∣qi −�zi + uihiη + vih2
i

2
η2
∣∣∣∣dη,

where η := (x − xi)/hi. Then the objective function of (2) becomes

F(X ) =
n∑

i=0

δ(pi|Ci)+
n−1∑
i=0

fi(qi, ui, vi).

For vi �= 0, we define

χi(η) := qi −�zi

vih2
i

+ ui

vihi
η + η2

2
. (3)

Let η(i)1 and η
(i)
2 denote the two roots (if they exist) of the equation χi(η) = 0 in

variable η, that is,

η
(i)
1 = − ui

vihi
−
√(

ui

vihi

)2

− 2
(

qi −�zi

vih2
i

)
, (4)

η
(i)
2 = − ui

vihi
+
√(

ui

vihi

)2

− 2
(

qi −�zi

vih2
i

)
. (5)
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Proposition 2.1 The function fi(qi, ui, vi) can be explicitly expressed as

fi =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

|vi|
{

6hi(qi−�zi)+3uih2
i +vih3

i
6vi

− 2ui
vi

[
1
3

(
ui
vi

)2 − qi−�zi
vi

]

+ 2
3

[(
ui
vi

)2 − 2
(

qi−�zi
vi

)] 3
2 }

, if vi �= 0, η(i)1 ≤ 0 ≤ η
(i)
2 ≤ 1,

|vi|
{

− 6hi(qi−�zi)+3uih2
i +vih3

i
6vi

+ 2ui
vi

[
1
3

(
ui
vi

)2 − qi−�zi
vi

]

+ 2
3

[(
ui
vi

)2 − 2
(

qi−�zi
vi

)] 3
2 }

, if vi �= 0, 0 ≤ η
(i)
1 ≤ 1 ≤ η

(i)
2 ,

|vi|
⎛
⎝ 6hi(qi−�zi)+3uih2

i +vih3
i

6vi
+ 4

3

[(
ui
vi

)2 − 2
(

qi−�zi
vi

)] 3
2

⎞
⎠ , if vi �= 0, 0 ≤ η

(i)
1 ≤ η

(i)
2 ≤ 1,

−|vi|
(

6hi(qi−�zi)+3uih2
i +vih3

i
6vi

)
, if vi �= 0, η(i)1 ≤ 0 < 1 ≤ η

(i)
2 ,

|vi|
(

6hi(qi−�zi)+3uih2
i +vih3

i
6vi

)
, if vi �= 0, otherwise,

|ui|
[(

qi−�zi
ui

)2 + hi(qi−�zi)
ui

+ h2
i

2

]
, if vi = 0, ui �= 0, qi−�zi

uihi

∈ [−1, 0],
|ui|

(
h2

i
2 + hi(qi−�zi)

ui

)
, if vi = 0, ui �= 0, qi−�zi

uihi
≥ 0,

−|ui|
(

h2
i

2 + hi(qi−�zi)
ui

)
, if vi = 0, ui �= 0, qi−�zi

uihi
≤ −1,

hi |qi −�zi| , if vi = 0, ui = 0.

Proof We first consider the case with vi = 0. In this situation, we have the following
four subcases:

(a) ui = 0. It is evident that fi = hi|qi −�zi|.
(b) ui �= 0 and qi−�zi

uihi
≥ 0. Then

fi = hi|uihi|
∫ 1

0

(
η + qi −�zi

uihi

)
dη = |ui|

(
h2

i

2
+ hi(qi −�zi)

ui

)
.

(c) ui �= 0 and qi−�zi
uihi

≤ −1. Then

fi = hi|uihi|
∫ 1

0
−
(
η + qi −�zi

uihi

)
dη = −|ui|

(
h2

i

2
+ hi(qi −�zi)

ui

)
.

(d) ui �= 0 and −1 ≤ qi−�zi
uihi

≤ 0. Then we have

fi = h2
i |ui|

⎡
⎣
∫ ∣∣∣ qi−�zi

uihi

∣∣∣
0

−
(
η + qi −�zi

uihi

)
dη +

∫ 1
∣∣∣ qi−�zi

uihi

∣∣∣

(
η + qi −�zi

uihi

)
dη

⎤
⎦

= |ui|
[(

qi −�zi

ui

)2

+ hi(qi −�zi)

ui
+ h2

i

2

]
.
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Next consider the case with vi �= 0. Note that

fi = h3
i |vi|

∫ 1

0

∣∣∣∣qi −�zi

vih2
i

+ ui

vihi
η + η2

2

∣∣∣∣dη = h3
i |vi|

∫ 1

0
|χi(η)| dη,

where χi(η) is defined by (3). Denote

gi(η) = qi −�zi

vih2
i

η + ui

vihi

η2

2
+ η3

6
.

Clearly, we have g′
i(η) = χi(η) and gi(0) = 0. There are two situations to consider.

Situation (A):
(

ui
vihi

)2 − 2
(

qi−�zi
vih2

i

)
≤ 0.Then χi(η) ≥ 0 and we have

fi = h3
i |vi|

∫ 1

0
χi(η)dη = h3

i |vi|gi(1) = |vi|
(

hi(qi −�zi)

vi
+ uih2

i

2vi
+ h3

i

6

)
.

Situation (B):
(

ui
vihi

)2 − 2
(

qi−�zi
vih2

i

)
≥ 0. Then the quadratic function χi(η) = 0 has

roots given by (4) and (5). From χi(η
(i)
1 ) = χi(η

(i)
2 ) = 0, we see that

(η
(i)
1 )

2

2
= −

(
qi −�zi

vih2
i

+ ui

vihi
η
(i)
1

)
,
(η
(i)
2 )

2

2
= −

(
qi −�zi

vih2
i

+ ui

vihi
η
(i)
2

)
.

Therefore,

gi(η
(i)
1 ) = η

(i)
1

(
qi −�zi

vih2
i

+ ui

vihi

η
(i)
1

2
+ 1

3

(
−qi −�zi

vih2
i

− ui

vihi
η
(i)
1

))

= 2η(i)1

3

(
qi −�zi

vih2
i

)
+ ui

vihi

(η
(i)
1 )

2

6

= 2η(i)1

3

(
qi −�zi

vih2
i

)
+ 1

3

(
ui

vihi

)(
−qi −�zi

vih2
i

− ui

vihi
η
(i)
1

)

= η
(i)
1

[
2
3

(
qi −�zi

vih2
i

)
− 1

3

(
ui

vihi

)2
]

− 1
3

(
ui

vihi

)(
qi −�zi

vih2
i

)
.

Similarly,

gi(η
(i)
2 ) = η

(i)
2

[
2
3

(
qi −�zi

vih2
i

)
− 1

3

(
ui

vihi

)2
]

− 1
3

(
ui

vihi

)(
qi −�zi

vih2
i

)
.

Substituting η(i)1 and η(i)2 into the above two equations, we have

gi(η
(i)
1 ) = ui

vihi

[
1
3

(
ui

vihi

)2

− qi −�zi

vih2
i

]
+ 1

3

[(
ui

vihi

)2

− 2
(

qi −�zi

vih2
i

)]3/2

,

gi(η
(i)
2 ) = ui

vihi

[
1
3

(
ui

vihi

)2

− qi −�zi

vih2
i

]
− 1

3

[(
ui

vihi

)2

− 2
(

qi −�zi

vih2
i

)]3/2

.

We now have four subcases to consider: Subcase (B1): η(i)1 , η(i)2 /∈ (0, 1). This leads to

three possibilities: η(i)1 ≤ η
(i)
2 ≤ 0, 1 ≤ η

(i)
1 ≤ η

(i)
2 , and η(i)1 ≤ 0 < 1 ≤ η

(i)
2 . For each of
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these possibilities, χi(η) retains the same sign on [0, 1]. For the first two possibilities,
we have χi(η) ≥ 0 on [0, 1]. Therefore,

fi = h3
i |vi|

∫ 1

0
χi(η)dη = |vi|

(
hi(qi −�zi)

vi
+ uih2

i

2vi
+ h3

i

6

)
.

For the third possibility with η(i)1 ≤ 0 < 1 ≤ η
(i)
2 , we see that χi(η) ≤ 0 on [0, 1]. Thus

fi = −|vi|
(

hi(qi −�zi)

vi
+ uih2

i

2vi
+ h3

i

6

)
.

Subcase (B2): η(i)1 ≤ 0 ≤ η
(i)
2 ≤ 1. In this situation, we have

fi = h3
i |vi|

(∫ η
(i)
2

0
|χi(η)|dη +

∫ 1

η
(i)
2

|χi(η)|dη
)

= h3
i |vi|

(∫ η
(i)
2

0
−χi(η)dη +

∫ 1

η
(i)
2

χi(η)dη

)

= h3
i |vi|(gi(1)− 2gi(η

(i)
2 ))

= |vi|
{

6hi(qi −�zi)+ 3uih2
i + h3

i vi

6vi
− 2ui

vi

[
1
3

(
ui

vi

)2

− qi −�zi

vi

]

+2
3

[(
ui

vi

)2

− 2
(

qi −�zi

vi

)]3/2 }
.

Subcase (B3): 0 ≤ η
(i)
1 ≤ 1 ≤ η

(i)
2 . Then we have

fi = h3
i |vi|

(∫ η
(i)
1

0
χi(η)dη −

∫ 1

η
(i)
1

χi(η)dη

)
= h3

i |vi|(2gi(η
(i)
1 )− gi(1))

= |vi|
{

2ui

vi

[
1
3

(
ui

vi

)2

− qi −�zi

vi

]
+ 2

3

[(
ui

vi

)2

− 2
(

qi −�zi

vi

)]3/2

−6hi(qi −�zi)+ 3uih2
i + vih3

i

6vi

}
.

Subcase (B4): 0 ≤ η
(i)
1 ≤ η

(i)
2 ≤ 1. Then we have

fi = h3
i |vi|

(∫ η
(i)
1

0
χi(η)dη −

∫ η
(i)
2

η
(i)
1

χi(η)dη +
∫ 1

η
(i)
2

χi(η)dη

)

= h3
i |vi|(gi(1)+ 2gi(η

(i)
1 )− 2gi(η

(i)
2 ))

= |vi|
⎛
⎝6hi(qi −�zi)+ 3uih2

i + vih3
i

6vi
+ 4

3

[(
ui

vi

)2

− 2
(

qi −�zi

vi

)]3/2
⎞
⎠ .

The proof is complete. �
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It is important to note that the function fi in Proposition 2.1 is non-differentiable
but convex. The convexity of fi(qi, ui, vi) is a consequence of the following lemma

when m = 3, c = −�zi, φ1 = 1, φ2 = hiη and φ3 = h2
i

2 η
2.

Lemma 2.1 Let φi(η) : R → R, i = 1, . . . , m, be univariate continuous functions and
let ψ : Rm → R+ be the function defined by

ψ(x1, x2, ..., xm) =
∫ b

a

∣∣∣∣∣c +
m∑

i=1

xiφi(η)

∣∣∣∣∣dη,

where a < b and c is a constant. Then ψ is a convex function.

Proof Let x = (x1, x2, ..., xm) and y = (y1, y2, ..., ym). For any λ ∈ [0, 1]
ψ(λx + (1 − λ)y)

=
∫ b

a

∣∣∣∣∣c +
m∑

i=1

[λxi + (1 − λ)yi]φi(η)

∣∣∣∣∣ dη

=
∫ b

a

∣∣∣∣∣λ
(

c +
m∑

i=1

xiφi(η)

)
+ (1 − λ)

(
c +

m∑
i=1

yiφi(η)

)∣∣∣∣∣dη

≤
∫ b

a

∣∣∣∣∣λ
(

c +
m∑

i=1

xiφi(η)

)∣∣∣∣∣dη +
∫ b

a

∣∣∣∣∣(1 − λ)

(
c +

m∑
i=1

yiφi(η)

)∣∣∣∣∣dη

= λψ(x)+ (1 − λ)ψ(y).

Hence, ψ is a convex function. �

The following facts will be used in the next section.

Lemma 2.2
(a) The condition of “vi �= 0 and 0 ≤ η

(i)
1 ≤ η

(i)
2 ≤ 1” is equivalent to

(
ui

vi

)2

≥ 2
(

qi −�zi

vi

)
≥ 2 max

{
0, −

(
h2

i

2
+ uihi

vi

)}
and

ui

vi
∈ [−hi, 0]. (6)

(b) The condition “vi �= 0 and η(i)1 ≤ 0 ≤ η
(i)
2 ≤ 1” is equivalent to

0 ≥ qi −�zi

vi
≥ −

(
h2

i

2
+ uihi

vi

)
.

(c) The condition of “vi �= 0 and 0 ≤ η
(i)
1 ≤ 1 ≤ η

(i)
2 ” is equivalent to

0 ≤ qi −�zi

vi
≤ −

(
h2

i

2
+ uihi

vi

)
.

Proof (1) Note that η(i)1 ≥ 0 if and only if
√(

ui

vihi

)2

− 2
(

qi −�zi

vih2
i

)
≤ − ui

vihi
(7)
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and η(i)2 ≤ 1 if and only if

√(
ui

vihi

)2

− 2
(

qi −�zi

vih2
i

)
≤ 1 + ui

vihi
. (8)

The two inequalities imply that
(

ui

vihi

)2

− 2
(

qi −�zi

vih2
i

)
≥ 0,

ui

vihi
∈ [−1, 0].

Squaring both sides of (7) and (8) yields

qi −�zi

vih2
i

≥ 0,
qi −�zi

vih2
i

≥ −
(

1
2

+ ui

vihi

)
.

The combination of these inequalities leads to (6). The converse is also true. In fact,
it is easy to see that (6) implies both (7) and (8), and hence (6) is equivalent to
0 ≤ η

(i)
1 ≤ η

(i)
2 ≤ 1.

(b) Note that

η
(i)
1 ≤ 0 and η(i)2 ≥ 0 ⇔

√(
ui

vihi

)2

− 2
(

qi −�zi

vih2
i

)
≥
∣∣∣∣ ui

vihi

∣∣∣∣
⇔ qi −�zi

vih2
i

≤ 0 (9)

and η(i)2 ≤ 1 is equivalent to (8). Squaring both sides of (8) and using (9), we have

0 ≥ qi −�zi

vih2
i

≥ −
(

1
2

+ ui

vihi

)
. (10)

Conversely, (10) implies that
(

ui

vihi

)2

− 2
(

qi −�zi

vih2
i

)
≥ 0 and

ui

vihi
≥ −1

2
> −1.

It is not difficult to verify that this inequality and (10) imply that η(i)1 ≤ 0 ≤ η
(i)
2 ≤ 1.

(c) Statement (c) can be proved in a manner similar to that in which (b) was proved.
�

3 Derivation of the conjugate function of F (X )

The existing algorithms for non-differentiable optimization are in general not as effi-
cient as those for smooth optimization. This motivates us to study the dual problem
of (2). We will show that the geometric dual problem of (2) is a smooth convex pro-
gramming problem. Hence, we have a wider set of algorithms, including interior-point
algorithms, to solve the dual problem. Moreover, a dual model may provide a conve-
nient framework for the theoretical analysis and algorithmic design. We devote this
section to deriving the conjugate function of the objective function F(X ). As we will
see, this is not an easy task even though the original function is convex.



598 J Glob Optim (2008) 40:589–621

We will use notion and terminology of [26]. For a given convex function ψ(x) :
Rm → (−∞, ∞], we denote by dom(ψ) the effective domain of ψ , that is, dom(ψ) =
{x : ψ(x) < ∞}. The conjugate function, also called the Fenchel conjugate transfor-
mation, of ψ is defined as

ψ∗(y) = sup
x∈Rm

(xTy − ψ(x)).

In particular, the conjugate function of the indicator function δ(·|D) of a convex set
D is the support function of D, that is, δ∗(x∗|D) = supx∈D xTx∗. For the single-point
set Ci = {zi}, we have

δ∗(x∗|Ci) = zix∗ and dom(δ∗(·|Ci)) = R. (11)

Denote by W ∈ R4n+1 the vector

(
w(0)0 , w(0)1 , w(0)2 , w(0)3 , w(1)0 , w(1)1 , w(1)2 , w(1)3 , ..., w(n−1)

0 , w(n−1)
1 , w(n−1)

2 , w(n−1)
3 , w(n)0

)
.

The conjugate of F(X ) can be expressed as follows.

F∗(W)

= sup
X∈R4n+1

(
WTX − F(X )

)

= sup
X∈R4n+1

⎛
⎝WTX −

n∑
i=0

δ(pi|Ci)−
n−1∑
i=0

fi(qi, ui, vi)

⎞
⎠

= sup
X∈R4n+1

⎛
⎝ n∑

i=0

(w(i)0 pi − δ(pi|Ci))+
n−1∑
i=0

(
w(i)1 qi + w(i)2 ui + w(i)3 vi − fi(qi, ui, vi)

)⎞⎠

=
n∑

i=0

sup
pi∈R

(w(i)0 pi − δ(pi|Ci))+
n−1∑
i=0

sup
(qi,ui,vi)∈R3

(
w(i)1 qi + w(i)2 ui + w(i)3 vi − fi(qi, ui, vi)

)

=
n∑

i=0

δ∗(w(i)0 |Ci)+
n−1∑
i=0

f∗
i (w

(i)
1 , w(i)2 , w(i)3 )

=
n∑

i=0

ziw
(i)
0 +

n−1∑
i=0

f∗
i (w

(i)
1 , w(i)2 , w(i)3 ). (12)

Thus, it suffices to calculate the conjugate function of fi(qi, ui, vi), i = 0, ..., n − 1.
In this section, for convenience and without loss of generality, we omit the index i
of all variables and constants. For instance, we use h for knot space hi, (w1, w2, w3)

for vector (w(i)1 , w(i)2 , w(i)3 ), (q, u, v) for vector (qi, ui, vi), and so on. We also write
w = (w1, w2, w3)

T for simplicity.
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We note that the domain of fi (i.e., equal to R3) can be partitioned into the following
sub-regions:

�1 =
{
(q, u, v) : v �= 0,

(u
v

)2 ≤ 2
(

q −�z
v

)}
,

�2 =
{
(q, u, v) : v �= 0,

(u
v

)2 ≥ 2(q −�z)
v

≥ 2 max

{
0, − h2

2
− uh

v

}
,

u
v

≥ 0

}
,

�3 =
{
(q, u, v) : v �= 0,

(u
v

)2 ≥ 2(q −�z)
v

≥ 2 max

{
0, − h2

2
− uh

v

}
,

u
v

≤ −h

}
,

�4 =
{
(q, u, v) : v �= 0,

(u
v

)2 ≥ 2(q −�z)
v

≥ 2 max

{
0, − h2

2
− uh

v

}
,

u
v

∈ [−h, 0]
}

,

�5 =
{
(q, u, v) : v �= 0, 0 ≥ q −�z

v
≥ − h2

2
− uh

v

}
,

�6 =
{
(q, u, v) : v �= 0, 0 ≤ q −�z

v
≤ − h2

2
− uh

v
)

}
,

�7 =
{
(q, u, v) : v �= 0,

q −�z
v

≤ min

{
0, − h2

2
− uh

v

}}
,

�8 = {(q, u, v) : v = 0, u = 0},
�9 =

{
(q, u, v) : v = 0, u �= 0,

q −�z
u

∈ [−h, 0]
}

,

�10 =
{
(q, u, v) : v = 0, u �= 0,

q −�z
u

≥ 0
}

,

�11 =
{
(q, u, v) : v = 0, u �= 0,

q −�z
u

≤ −h
}

.

It is easy to see that ∪11
i=1�i = dom (fi) = R3 and

�5 ∪ �6 =
{
(q, u, v) : v �= 0, max

{
0, −h2

2
− uh

v

}
≥ q −�z

v
≥ min

{
0, −h2

2
− uh

v

}}
.

By Lemma 2.2, we know that 0 ≤ η
(i)
1 ≤ η

(i)
2 ≤ 1 corresponds to �4, η(i)1 ≤ 0 ≤ η

(i)
2 ≤ 1

corresponds to �5 and 0 ≤ η
(i)
1 ≤ 1 ≤ η

(i)
2 corresponds to �6. Denote

Gj(w1, w2, w3) = sup
(q,u,v)∈�j

(w1q + w2u + w3v − fi(q, u, v)) , j = 1, ..., 11.

Then,

f ∗
i (w1, w2, w3) = sup

(q,u,v)∈R3
(w1q + w2u + w3v − fi(q, u, v))

= sup
(q,u,v)∈⋃11

j=1 �j

(w1q + w2u + w3v − fi(q, u, v))

= max
1≤j≤11

sup
(q,u,v)∈�j

(w1q + w2u + w3v − fi(q, u, v))

= max
1≤j≤11

Gj(w1, w2, w3) (13)
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and

dom(f ∗
i ) =

11⋂
j=1

dom(Gj). (14)

Since the value and domain of the conjugate function f ∗
i (w1, w2, w3) are completely

determined by those of Gj(w1, w2, w3), it is sufficient to calculate the value and domain
of Gj, j = 1, ..., 11.

From Proposition 2.1, we see that the most complicated branches of the function fi
occur at regions �5 and �6. Here we focus on the calculation of the value and domain
of G5(w1, w2, w3). The value and domain for G6 can be obtained analogously. The
derivations required for other cases with v �= 0 are easier than that for G5(w1, w2, w3)

and can be carried out with similar techniques.

The function fi over �5 is given by

fi = |v|
{

6h(q −�z)+ 3uh2 + vh3

6v
− 2u

v

[
1
3

(u
v

)2 − q −�z
v

]

+2
3

[(u
v

)2 − 2(q −�z)
v

]3/2 }
.

Let

α = q −�z
v

and t = u
v

. (15)

Note that α and t can be independent of a change in v, provided q and u change
appropriately. Using (15), fi reduces to

fi = |v|
{
αh + h2

2
t + h3

6
− 2

3
t3 + 2tα + 2

3
(t2 − 2α)3/2

}

and �5 reduces to
{
(α, t, v) : v �= 0, 0 ≥ α ≥ −

(
h2

2 + th
)}

.

Let S =
{
(α, t) : 0 ≥ α ≥ −

(
h2

2 + th
)}

. We have

w1q + w2u + w3v − fi

= w1�z + w1αv + w2tv + w3v − fi

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

w1�z +
{
(w1 − h)α +

(
w2 − h2

2

)
t + w3 − h3

6 − 2tα + 2
3 t3 − 2

3 (t
2 − 2α)

3
2

}
v,

if v > 0

w1�z +
{
(w1 + h)α +

(
w2 + h2

2

)
t + w3 + h3

6 + 2tα − 2
3 t3 + 2

3 (t
2 − 2α)

3
2

}
v,

if v < 0

= w1�z + ψw(α, t, v),

where w represents (w1, w2, w3) and

ψw(α, t, v) :=
{

gw(α, t)v, if v > 0,
yw(α, t)v, if v < 0,

(16)

gw(α, t) := (w1 − h)α +
(

w2 − h2

2

)
t + w3 − h3

6
− 2tα + 2

3
t3 − 2

3
(t2 − 2α)3/2,
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yw(α, t) := (w1 + h)α +
(

w2 + h2

2

)
t + w3 + h3

6
+ 2tα − 2

3
t3 + 2

3
(t2 − 2α)3/2.

It is easy to check that gw(α, t) is concave on S, while yw(α, t) is convex on S. Note
that v �= 0 can be taken as any value in R. Hence, G5 is finite if and only if gw(α, t) ≤
0 and yw(α, t) ≥ 0 for all (α, t) ∈ S, that is,

sup
(α,t)∈S

gw(α, t) ≤ 0 and inf
(α,t)∈S

yw(α, t) ≥ 0, (17)

which leads to

sup
v �=0,(α,t)∈S

ψw(α, t, v) = 0.

Then, whenever G5(w1, w2, w3) is finite, we have

G5(w1, w2, w3) = sup
v �=0,(α,t)∈S

�zw1 + ψw(α, t, v)

= �zw1 + sup
v �=0,(α,t)∈S

ψw(α, t, v) (18)

= �zw1.

This provides the value of G5. It remains to determine the effective domain of G5, that
is, the set of all points w = (w1, w2, w3) satisfying (17).

To derive conditions that w must satisfy, we first assume that (17) holds.

Lemma 3.1 LetB(1) be the boundary of S withα = 0, that is,B(1) =
{
(0, t) : −h2

2 −ht ≤ 0
}

=
{
(0, t) : t ∈

[
−h

2 , ∞
)}

. Then gw(α, t) ≤ 0 on B(1) if and only if w belongs to the fol-

lowing set:

D1 : =
{

w : |w2| ≤ h2

2
, w3 ≤ h3

6
− 1

3

(
h2

2
− w2

)3/2}

∪
{

w : w2 ≤ −h2

2
, w3 − h

2
w2 ≤ h3

12

}
.

Proof On B(1), gw(α, t) reduces to

νw(t) := gw(0, t) =
(

w2 − h2

2

)
t + w3 − h3

6
− 2

3
(|t|3 − t3).

We first consider the subinterval
[− h

2 , 0
]

over which the function reduces to

νw(t) :=
(

w2 − h2

2

)
t + w3 − h3

6
+ 4

3
t3.

Since νw is a univariate concave function on
[− h

2 , 0
]
, there are three possible cases:

(a) The first derivative ν′
w(t) ≥ 0 on

[− h
2 , 0

]
. In this case, t∗ = 0 is a maximum point

with the maximum value νw(t∗) = νw(0) = w3 − h3

6 . Since ν′
w(t) = w2 − h2

2 +4t2,
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the condition ν′
w(t) ≥ 0 on

[− h
2 , 0

]
is equivalent to w2 ≥ h2

2 . Thus, νw(t) ≤ 0 on[− h
2 , 0

]
if and only if w satisfies the following condition:

{
w ∈ R3 : w2 ≥ h2

2
, w3 ≤ h3

6

}
.

(b) ν′
w(t) ≤ 0 on

[ − h
2 , 0

]
. t∗ = −h

2 is a maximum point with the maximum value

νw(t∗) = νw(
−h
2 ) = w3 − h

2 w2 − h3

12 . Hence, νw(t) ≤ 0 on
[− h

2 , 0
]

if and only if
w satisfies the following condition:

{
w ∈ R3 : w2 ≤ −h2

2
, w3 − h

2
w2 ≤ h3

12

}
.

(c) ν′(t∗) = 0 for some t∗ ∈ [ − h
2 , 0

]
. Then, 4(t∗)2 = h2

2 − w2, which implies that

|w2| ≤ h2

2 . Consequently, −t∗ = 1
2

√
h2

2 − w2 and the maximum value of ν is
given by

νw(t∗) = w3 − h3

6
+ 1

3

(
h2

2
− w2

)3/2

.

In this case, νw(t) ≤ 0 on
[− h

2 , 0
]

if and only if w satisfies the following condition:
{

w ∈ R3 : |w2| ≤ h2

2
, w3 ≤ h3

6
− 1

3

(
h2

2
− w2

)3/2}
.

Summarizing the three cases, we know that νw(t) ≤ 0 on
[− h

2 , 0
]

if and only if

w ∈ D̂ :=
{

w : w2 ≥ h2

2
, w3 ≤ h3

6

}
∪
{

w : w2 ≤ −h2

2
, w3 − h

2
w2 ≤ h3

12

}

∪
{

w : |w2| ≤ h2

2
, w3 ≤ h3

6
− 1

3

(
h2

2
− w2

)3/2}
.

Now consider the function over [0, ∞). We see that νw(t) =
(

w2 − h2

2

)
t + w3 − h3

6 .

Clearly, νw(t) ≤ 0 for t ∈ [0, ∞) if and only if

w ∈ D̃ :=
{

w ∈ R3 : w2 ≤ h2

2
, w3 ≤ h3

6

}
.

Therefore, on the whole interval
[ − h

2 , ∞)
, the function νw(t) ≤ 0 if and only if

w ∈ D1 := D̂ ∩ D̃, which is the desired result. �

Lemma 3.2 Let B(2) := {(α, t) : 0 ≥ α = −(h2

2 + ht)}, that is, the boundary of S with

α = −
(

h2

2 + ht
)

. Then gw(α, t) ≤ 0 over B(2) if and only if w belongs to the following
set:

D2 :=
{

w ∈ R3 : w2 − w1h ≤ h2

2
, w3 − h

2
w2 ≤ h3

12

}
.
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Proof Substitute α = −
(

h2

2 + ht
)

into gw(α, t) and note that t + h ≥ t + h
2 ≥ 0 for

(α, t) ∈ S. It is easy to see that

gw(α, t)

= −(w1 − h)
(

h2

2
+ ht

)
+
(

w2 − h2

2

)
t + w3 − h3

6
+ 2t

(
h2

2
+ ht

)

+2
3

t3 − 2
3
(t + h)3

= w3 − h2

2
w1 − h3

3
+
(

w2 − h2

2
− w1h

)
t

= w3 − h
2

w2 − h3

12
+
(

w2 − h2

2
− w1h

)(
t + h

2

)
.

It follows that gw(α, t) ≤ 0 on B(2) if and only if w satisfies the following conditions:

w2 − w1h ≤ h2

2
and w3 − h

2
w2 ≤ h3

12
. �

Now we see that, if gw(α, t) ≤ 0 on S, then gw(α, t) ≤ 0 holds on the boundary of S.
The following result follows immediately from Lemmas 3.1 and 3.2.

Proposition 3.1 If gw(α, t)) ≤ 0 on S, then w in R3 belongs to the following set:

D1 ∩ D2 =
{

w : w2 ≤ −h2

2
, w2 − w1h ≤ h2

2
, w3 − h

2
w2 ≤ h3

12

}

∪
{

w : |w2| ≤ h2

2
, w2 − w1h ≤ h2

2
, w3 − h

2
w2 ≤ h3

12
, w3 ≤ h3

6
− 1

3

(
h2

2
− w2

)3/2 }
.

Next we consider the conditions that w must satisfy if the function yw(α, t) ≥ 0 on S.
The analysis is analogous to that of gw(α, t). We keep the notation B(1) and B(2) to
denote the boundaries of S as before.

Lemma 3.3 yw(α, t) ≥ 0 on B(1) if and only if w ∈ R3 belongs to the following set:

Q1 : =
{

w : w2 ≥ h2

2
, w3 − h

2
w2 ≥ −h3

12

}

∪
{

w : |w2| ≤ h2

2
, w3 ≥ −h3

6
+ 1

3

(
h2

2
+ w2

)3/2}
. (19)

Proof Note that on B(1), yw(α, t) reduces to

µw(t) := yw(0, t) =
(

w2 + h2

2

)
t + w3 + h3

6
+ 2

3
(|t|3 − t3).

On
[− h

2 , 0
]
, the function further reduces to

µw(t) =
(

w2 + h2

2

)
t + w3 + h3

6
− 4

3
t3.

Sinceµ′
w(t) = w2 + h2

2 −4t2 andµw(t) is convex on
[− h

2 , 0
]
, there are three possible

cases for locating the minimum point.



604 J Glob Optim (2008) 40:589–621

(a) µ′
w(t) ≤ 0 on

[ − h
2 , 0

]
. The minimum value of µw is attained at t∗ = 0 with

µw(t∗) = w3 + h3

6 . In this case, µw(t) ≥ 0 on
[− h

2 , 0
]

if and only if w belongs to

the set {w : w2 ≤ −h2

2 , w3 ≥ −h3

6 }.
(b) µ′

w(t) ≥ 0 on
[ − h

2 , 0
]
. The minimum point is t∗ = −h

2 with µw(t∗) =
w3 − h

2 w2 + h3

12 . Hence, µw(t) ≥ 0 on
[ − h

2 , 0
]

if and only if w belongs to

the set
{

w : w2 ≥ h2

2 , w3 − h
2 w2 + h3

12 ≥ 0
}

.

(c) µ′
w(t

∗) = 0 for some t∗ ∈ [− h
2 , 0

]
. In this case, 4(t∗)2 = h2

2 + w2, which implies

that |w2| ≤ h2

2 . The minimum value of µ is given by

µw(t∗) = w3 + h3

6
− 1

3

(
h2

2
+ w2

)3/2

.

Hence µw(t) ≥ 0 on
[− h

2 , 0
]

if and only if w belongs to the following set
{

w ∈ R3 : |w2| ≤ h2

2
, w3 + h3

6
− 1

3

(
h2

2
+ w2

)3/2

≥ 0

}
.

In summary, we know that µw(t) ≥ 0 on
[− h

2 , 0
]

if and only if

w ∈ P1 : =
{

w : w2 ≤ −h2

2
, w3 ≥ −h3

6

}
∪
{

w : w2 ≥ h2

2
, w3 − h

2
w2 ≥ −h3

12

}

∪
⎧⎨
⎩w : |w2| ≤ h2

2
, w3 ≥ −h3

6
+ 1

3

(
h2

2
+ w2

) 3
2

⎫⎬
⎭ .

On the other hand, for t ∈ [0, ∞), the function µw(t) =
(

w2 + h2

2

)
t + w3 + h3

6 .

Therefore, µw(t) ≥ 0 on [0, ∞) if and only if

w ∈ P2 :=
{

w ∈ R3 : w2 ≥ −h2

2
, w3 ≥ −h3

6

}
.

Therefore, yw(α, t) ≥ 0 on B(1) if and only if w ∈ P1 ∩ P2,which is equal to (19). �

Lemma 3.4 yw(α, t) ≥ 0 on B(2) if and only if

w ∈ Q2 :=
{

w ∈ R3 : w3 − h
2

w2 + h3

12
≥ 0, w2 + h2

2
− w1h ≥ 0

}
.

Proof Substituting α = −
(

h2

2 + ht
)

into y(α, t) and noting that t + h ≥ t + h
2 ≥ 0

for(α, t) ∈ Si, we have

yw(α, t) = −(w1 + h)
(

h2

2 + ht
)

+
(

w2 + h2

2

)
t + w3 + h3

6 − 2t
(

h2

2 + ht
)

− 2
3 t3 + 2

3 (t + h)3

= w3 − h
2 w2 + h3

12 +
(

w2 + h2

2 − w1h
) (

t + h
2

)
.

Consequently, yw(α, t) ≥ 0 on B(2) if and only if w satisfies that w3 − h
2 w2 ≥ −h3

12 and

w2 − w1h ≥ −h2

2 . �

Adding up Lemmas 3.3 and 3.4, we have the following result.
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Proposition 3.2 If yw(α, t) ≥ 0 on S, then

w ∈ Q1 ∩ Q2 =
{

w : w2 ≥ h2

2
, w2 − w1h ≥ −h2

2
, w3 − h

2
w2 ≥ −h3

12

}

∪
{

w : |w2|≤h2

2
, w3−h

2
w2≥ − h3

12
, w2 − w1h≥ − h2

2
, w3≥−h3

6
+1

3

(
h2

2
+w2

)3/2}
.

With Propositions 3.1 and 3.2, we can conclude that condition (17) implies that w is in

� := (D1 ∩ D2) ∩ (Q1 ∩ Q2). (20)

We want to show that this set is the effective domain of the conjugate function G5. It is
sufficient to prove that, if w ∈ �, then condition (17) holds. This is not straightforward.
We need the following technical lemma first:

Lemma 3.5
(a) The condition

inf
(α,t)∈S

(∣∣∣∣∂gw

∂α

∣∣∣∣+
∣∣∣∣∂gw

∂t

∣∣∣∣
)

= 0 (21)

holds if and only if

w ∈ �∗
g :=

{
w ∈ R3 : w1 ∈ [−h, h], w2 + 1

4
(w1 − h)2 = h2

2

}
. (22)

(b) The condition

inf
(α,t)∈S

(∣∣∣∣∂yw

∂α

∣∣∣∣+
∣∣∣∣∂yw

∂t

∣∣∣∣
)

= 0 (23)

holds if and only if

w ∈ �∗
y :=

{
w ∈ R3 : w1 ∈ [−h, h], 1

4
(w1 + h)2 − w2 = h2

2

}
. (24)

Moreover, gw(α, t) satisfies condition (21) and sup(α,t)∈S gw(α, t) ≤ 0 if and only if

w ∈ �̃g : = �∗
g ∩

⎧⎨
⎩w : w3 ≤ h3

6
− 1

3

(
h2

2
− w2

)3/2
⎫⎬
⎭

=
⎧⎨
⎩w : w1 ∈ [−h, h], w2 + 1

4
(w1 − h)2 = h2

2
, w3 ≤ h3

6
− 1

3

(
h2

2
− w2

)3/2
⎫⎬
⎭ .

Similarly, yw satisfies condition (23) and inf(α,t)∈S yw(α, t) ≥ 0 if and only if

w ∈ �̃y : = �∗
y ∩

{
w : w3 ≥ −h3

6
+ 1

3

(
h2

2
+ w2

)3/2}

=
{

w : w1 ∈ [−h, h], 1
4
(w1 + h)2 − w2 = h2

2
, w3 ≥ −h3

6
+ 1

3

(
h2

2
+ w2

)3/2}
.
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Proof (a)Assume that (21) holds. Then there exists a sequence {(αk, tk) ∈ S} such that

0 = lim
k→∞

∂gw

∂α

∣∣∣
(αk,tk)

= lim
k→∞

(
w1 − h − 2tk + 2

√
(tk)2 − 2αk

)
,

0 = lim
k→∞

∂gw

∂t

∣∣∣
(αk,tk)

= lim
k→∞

(
w2 − h2

2
− 2αk + 2(tk)

2 − 2tk

√
(tk)2 − 2αk

)
.

Therefore, for each k, there exist two sequences ε(1)k , ε(2)k → 0 such that

2
√
(tk)2 − 2αk = 2tk −

(
w1 − h − ε

(1)
k

)
, (25)

− 2tk

√
(tk)2 − 2αk = −2(tk)

2 + 2αk + h2

2
− w2 + ε

(2)
k . (26)

Squaring both sides of (25) leads to

2αk =
(

w1 − h − ε
(1)
k

)
tk − 1

4

(
w1 − h − ε

(1)
k

)2

=
(

w1 − h − ε
(1)
k

)(
tk − 1

4

(
w1 − h − ε

(1)
k

))
. (27)

On the other hand, multiplying both sides of (25) by tk and adding to (26) lead to

2αk =
(

w1 − h − ε
(1)
k

)
tk + w2 − h2

2
− ε

(2)
k . (28)

It follows from (27) and (28) that

w2 − h2

2
− ε

(2)
k = −1

4

(
w1 − h − ε

(1)
k

)2
for k ≥ 1.

Since ε(1)k , ε(2)k → 0 as k → ∞, the above equality implies that

1
4
(w1 − h)2 = h2

2
− w2.

We now prove that −h ≤ w1 ≤ h. Assume that w1 > h. Since αk ≤ 0, when k becomes
sufficiently large, it follows from (27) that

tk ≤ 1
4

(
w1 − h − ε

(1)
k

)
.

However, (25) implies that 1
2 (w1 − h − ε

(1)
k ) ≤ tk. This causes a contradiction. Next,

assume that w1 < −h. It follows from (27) that

tk ≥ 1
4
(w1 − h − ε

(1)
k ). (29)

Since (αk, tk) ∈ S, we have αk + htk ≥ −h2

2 . From the first equation of (27), we have

−h2 ≤ 2(αk + htk) = tk(w1 + h − ε
(1)
k )− 1

4
(w1 − h − ε

(1)
k )2.
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Since w1 + h + ε
(1)
k < 0, we see that

tk ≤
1
4

(
w1 − h − ε

(1)
k

)2 − h2

w1 + h − ε
(1)
k

= (w1 − h − ε
(1)
k )2 − 4h2

4(w1 + h − ε
(1)
k )

<
1
4
(w1 − h − ε

(1)
k ).

This contradicts (29). Hence, w must be in the set of (22).
Conversely, we show that, for each w belonging to the set of (22), the concave

function gw has a finite stationary point in the set S and, consequently, condition
(21) holds. Let α∗ = 0 and t∗ = 1

4 (w1 − h). It is easy to verify that (α∗, t∗) is in S
and that it is a stationary point of gw(α, t), that is, ∇gw(α

∗, t∗) = 0. Moreover, since

h − w1 = 2
√

h2

2 − w2, the maximum value of the concave function gw over S is given
by

gw(α
∗, t∗) = w3 − h3

6
+ 1

3

(
h2

2
− w2

)3/2

. (30)

(b) We prove the result for function yw(α, t) first. The proof is similar to that of
gw(α, t). Let {(αk, tk) ∈ S} be the sequence such that

0 = lim
k→∞

∂yw

∂α

∣∣∣
(αk,tk)

=
(

lim
k→∞

w1 + h + 2tk − 2
√
(tk)2 − 2αk

)
,

0 = lim
k→∞

∂yw

∂t

∣∣∣
(αk,tk)

= lim
k→∞

(
w2 + h2

2
+ 2αk − 2(tk)

2 + 2tk

√
(tk)2 − 2αk

)
.

We introduce two auxiliary variables ε(1)k , ε(2)k , both tending to zero as k → ∞, such
that

2
√
(tk)2 − 2αk = 2tk + w1 + h − ε

(1)
k , (31)

− 2tk

√
(tk)2 − 2αk = w2 + h2

2
+ 2αk − 2(tk)

2 − ε
(2)
k . (32)

Squaring both sides of (31) leads to

2αk = −(w1 + h − ε
(1)
k )tk − 1

4
(w1 + h − ε

(1)
k )2

= (w1 + h − ε
(1)
k )

(
−tk − 1

4
(w1 + h − ε

(1)
k )

)
. (33)

Multiplying both sides of (31) by tk and adding to (32) yields

2αk = −(w1 + h − ε
(1)
k )tk − (w2 + h2

2
− ε

(2)
k ).

The above two relations require w to satisfy

1
4
(w1 + h − ε

(1)
k )2 = h2

2
+ w2 − ε

(2)
k .

Letting k → ∞, we have

1
4
(w1 + h)2 = h2

2
+ w2.
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Next, we prove that −h ≤ w1 ≤ h. Assume w1 < −h. Since αk ≤ 0 and ε(1)k → 0, it
follows from the second equation of (33) that

tk ≤ −1
4
(w1 + h − ε

(1)
k )

for k sufficiently large. By (31), however, we have tk ≥ − 1
2 (w1 + h − ε

(1)
k ) > − 1

4 (w1 +
h−ε(1)k ). This causes a contradiction. Now assume that w1 > h. For k sufficiently large,
it follows from (33) that

tk ≥ −1
4
(w1 + h − ε

(1)
k ).

Since (αk, tk) ∈ S, we have αk + ht ≥ −h2

2 . Following (33), we see that

−h2 ≤ 2(αk + htk) = tk(h − w1 + ε
(1)
k )− 1

4
(w1 + h + ε

(1)
k )2.

Since w1 > h, the above inequality implies that

tk ≤
1
4 (w1 + h − ε

(1)
k )2 − h2

h − w1 − ε
(1)
k

= (w1 + h − ε
(1)
k )2 − 4h2

4(h − w1 − ε
(1)
k )

< −1
4
(w1 + h − ε

(1)
k ).

This again causes a contradiction. As a result, the vector w must be in the set of (24).

Conversely, we show that, for each w in the set of (24), the convex function yw

has a stationary point in S. Let α∗ = − (w1+h)2

4 and t∗ = 1
4 (w1 + h). Note that, for

w1 ∈ [−h, h], we have α∗ + ht∗ ≥ −h2

2 . Hence, (α∗, t∗) ∈ S and it is easy to verify that
(α∗, t∗) is a stationary point of yw(α, t), that is, ∇yw(α

∗, t∗) = 0. Consequently, (23)
holds and the corresponding minimum value of the convex function yw is given by

y(α∗, t∗) = w3 + h3

6
− 1

3

(
h2

2
+ w2

)3/2

. (34)

The second part of the lemma follows from what we have proved for (a), (b), (30),
and (34). �

Remark 3.1 When a function satisfies a condition like (21), we say that the function
has an asymptotic stationary point on S. A finite stationary point is clearly an asymp-
totic stationary point. The converse, however, is not true for a general function. From
the proof of Lemma 3.5, we have actually shown that, if w ∈ �∗

g, then a concave gw has
a finite stationary point on the set S. In view of part (a) of Lemma 3.5, we can conclude
that the following three statements are equivalent: (a) gw has an asymptotic stationary
point on S, (b) gw has a finite stationary point on S, and (c) w ∈ �∗

g. Similarly, for
yw, the following three conditions are equivalent: (a′) yw has an asymptotic stationary
point on S, (b′) yw has a finite stationary point on S, and (c′) w ∈ �∗

y.

The main result for the region �5 is stated as follows.
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Theorem 3.1 G5(w1w2, w3) =�zw1 with an effective domain� defined by (20), that is,

dom(G5) =
{

w : |w2| ≤ h2

2
, w3 − h

2
w2 ∈

[
−h3

12
,

h3

12

]
, w2 − w1h ∈

[
−h2

2
,

h2

2

]
,

− h3

6
+ 1

3

(
h2

2
+ w2

) 3
2

≤ w3 ≤ h3

6
− 1

3

(
h2

2
− w2

) 3
2 }

.

Proof As pointed out previously, w ∈ dom(G5) is equivalent to (17). We have already
proved that (17) implies w ∈ �. Hence dom(G5) ⊆ � and we need only to prove that
the converse is also true.

Let w be any vector in �. We will show that (17) holds. We give here a detailed
proof for sup(α,t)∈S gw(α, t) ≤ 0. A similar proof can be constructed to show that
inf(α,t)∈S yw(α, t) ≥ 0.

We first prove that, for any w ∈ �, the function gw is bounded above on S. (Simi-
larly, we can prove that yw is bounded below on S). The gradient of the function gw
w.r.t. (α, t) is given by

∇gw(α, t) =
(
∂gw
∂α
∂gw
∂t

)
=
(

w1 − h − 2t + 2
√

t2 − 2α
w2 − h2

2 − 2α + 2t2 − 2t
√

t2 − 2α

)

=
⎛
⎝ w1 − h − 8α

2t+2
√

t2−2α

w2 − h2

2 − 2α + 8αt2

2t2+2t
√

t2−2α

⎞
⎠

=

⎛
⎜⎜⎜⎝

w1 − h − 4( αt )

1+
√

1−2
(
α

t2

)

w2 − h2

2 − 2α + 4α

1+
√

1−2
(
α

t2

)

⎞
⎟⎟⎟⎠ .

For any (α, t) ∈ S, we have

0 ≥ α

t
≥ −

(
h2

2t
+ h

)
, 0 ≥ α

t2
≥ −

(
h2

2t2
+ h

t

)
.

This indicates that limt→∞ α

t2
= 0 and

∣∣α
t

∣∣ is bounded, provided t ≥ t0 > 0 where t0 is
a fixed positive scalar. It is easy to see that

lim
t→∞

∂gw

∂t
= w2 − h2

2
≤ 0.

There are three possible cases.
Case 1 There exist constants ε > 0 and t0 > 0 such that ∂gw

∂α
≥ ε for any (α, t) ∈ S

with t ≥ t0. Then gw(α, t) is an increasing function w.r.t. α, and, hence, gw(α, t)≤
gw(0, t) for all (α, t) ∈ S with t ≥ t0. By Lemma 3.1, gw(0, t) ≤ 0, since w ∈ � ⊂ D1.
Therefore, gw has an upper bound on S when t ≥ t0. On the other hand, since the
set T := {(α, t) : (α, t) ∈ S, t ≤ t0} is bounded, by continuity, gw is bounded on T.
Therefore, gw is bounded above on S.

Case 2 There exist constants ε > 0 and t0 > 0 such that ∂gw
∂α

≤ −ε for any (α, t) ∈ S

with t ≥ t0. Then gw(α, t) is a decreasing function w.r.t. α. Noting that 0 ≥ α ≥ − h2

2 −ht,

for any (α, t) ∈ S with t ≥ t0, we know that gw(α, t) ≤ gw

(
−h2

2 − ht, t
)

. The right-hand
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side of this inequality is the value of gw on the boundary α = −h2

2 − ht of S. Using

Lemma 3.2, for any w ∈ � ⊂ D2, we have gw(−h2

2 − ht, t) ≤ 0. Let T be defined as in
case (1). By continuity, gw is bounded on T. Thus, gw is bounded above on S.

Case 3 There are no positive scalars ε and t0 such that either case 1 or 2 happens.
Since ∇gw(α, t) is continuous on the convex set S, it is equivalent to say that

inf
(α,t)∈S,t≥t0

∣∣∣∣∂gw

∂α

∣∣∣∣ = 0 ∀t0 > 0. (35)

In this case, if w2 = h2

2 , then limt→∞ ∂gw
∂t = 0. Hence, (21) holds and, by (1) of Lemma

3.5, we have w ∈ �∗
g. Thus, w ∈ � ∩ �∗

g ⊆ �̃g. Lemma 3.5 further implies that
gw(α, t) ≤ 0 on S.

Assume that w2 <
h2

2 . In this case ∂gw
∂t < 0 for sufficiently large t. Take a point

(α̂, t̂) ∈ S with t̂ > 0 such that
∣∣∣∣∂gw

∂α

∣∣∣
(α̂,t̂)

∣∣∣∣ ≤ ε̂,
∂gw

∂t

∣∣∣
(α̂,t̂)

+ ε̂h < 0. (36)

By (35) and the fact of ∂gw
∂t < 0 for sufficiently large t, there exist (α̂, t̂) and ε̂ > 0

satisfying (36), provided that t̂ is sufficiently large. By the concavity of gw on S, for all
(α, t) ∈ S with t ≥ t̂, we have

gw(α, t) ≤ gw(α̂, t̂)+ ∇gw(α̂, t̂)T
(
α − α̂

t − t̂

)

≤ gw(α̂, t̂)− α̂
∂gw

∂α

∣∣∣
(α̂,t̂)

− t̂
∂gw

∂t

∣∣∣
(α̂,t̂)

+
∣∣∣∣∂gw

∂α

∣∣∣
(α̂,t̂)

∣∣∣∣ |α| + t
∂gw

∂t

∣∣∣
(α̂,t̂)

≤ gw(α̂, t̂)− α̂
∂gw

∂α

∣∣∣
(α̂,t̂)

− t̂
∂gw

∂t

∣∣∣
(α̂,t̂)

+ ε̂(
h2

2
+ ht)+ t

∂gw

∂t

∣∣∣
(α̂,t̂)

≤ gw(α̂, t̂)− α̂
∂gw

∂α

∣∣∣
(α̂,t̂)

− t̂
∂gw

∂t

∣∣∣
(α̂,t̂)

+ ε̂
h2

2
+
(
∂gw

∂t

∣∣∣
(α̂,t̂)

+ ε̂h
)

t

≤ gw(α̂, t̂)− α̂
∂gw

∂α

∣∣∣
(α̂,t̂)

− t̂
∂gw

∂t

∣∣∣
(α̂,t̂)

+ ε̂
h2

2
.

Thus, gw is bounded above on {(α, t) : (α, t) ∈ S, t ≥ t̂}. Note that {(α, t) : (α, t) ∈
S, t ≤ t̂} is also bounded. Therefore, gw is bounded below on S.

In summary, we have proved that, for any given w ∈ �, the function gw is bounded
from above on S. Similarly, we can prove that yw is bounded from below on S.

We now prove that, for any w ∈ �, condition (17) holds. For w ∈ �̃g ∩�, by Lemma
3.5, we know sup(α,t)∈S gw(α, t) ≤ 0. Assume that w ∈ �\�̃g. Since w ∈ � requires that

w3 ≤ h3

6
− 1

3

(
h2

2
− w2

)3/2

,

through the construction of �̃g, we know the condition w ∈ �\�̃g implies that w /∈ �∗
g,

when �∗
g is given by (22). By (1) of Lemma 3.5, the condition w ∈ �\�̃g implies that

inf
(α,t)∈S

(∣∣∣∣∂gw

∂α

∣∣∣∣+
∣∣∣∣∂gw

∂t

∣∣∣∣
)
> 0.
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This means that there is neither a finite nor an asymptotic stationary point of gw on
the convex set S. We deduce that the finite supremum is achieved on the boundary of
the set S, that is,

sup
(α,t)∈S

gw(α, t) = sup
(α,t)∈B(1)∪B(2)

gw(α, t) ≤ 0.

The inequality follows from Lemmas 3.1 and 3.2. The fact that inf(α,t)∈S yw(α, t) ≥ 0
can be proved in the same way. Therefore, w ∈ � implies that (17) holds. �

So far we have taken care of region �5. Applying similar analysis, we can establish
results analogous to Theorem 3.1 for the remaining cases with v �= 0, that is, for
regions �i, i = 1, 2, 3, 4, 6, 7. The general procedure goes like this. First, set α and t as
(15). Then define the set S and the functions ψw(α, t, v), gw(α, t) and yw(α, t) for each
region. Since (18) holds for each j, j = 1, 2, 3, 4, 6, 7, we have

Gj(w1, w2, w3) = �zw1 ∀ w ∈ dom(Gj).

Note that, on �1,�2, and �3, the function fi(q, u, v) is the same, that is, for i = 1, 2, 3,

fi(q, u, v) = |v|
{

6h(q −�z)+ 3uh2 + vh3

6v

}
.

Since (q, u, v) ∈ �7 implies that η(i)1 ≤ 0 ≤ 1 ≤ η
(i)
2 , on �7, we have

fi(q, u, v) = −|v|
{

6h(q −�z)+ 3uh2 + vh3

6v

}
.

We list the effective domains of the functions Gj(w1, w2, w3), j = 1, 2, 3, 4, 6, 7, below
without repeating the lengthy but similar proofs.

dom(G1) =
⎧⎨
⎩w : |w1| ≤ h,

(
w2 − h2

2

)2

− 2(w1 − h)

(
w3 − h3

6

)
≤ 0,

(
w2 + h2

2

)2

− 2(w1 + h)

(
w3 + h3

6

)
≤ 0

⎫⎬
⎭

dom(G2) =
{

w : |w1| ≤ h, |w2| ≤ h2

2
, |w3| ≤ h3

6

}
,

dom(G3) =
{

w : |w1| ≤ h, w2 − w1h ∈
[
− h2

2
,

h2

2

]
,

w2h − h2

2
w1 − h3

6
≤ w3 ≤ w2h − h2

2
w1 + h3

6

}
,
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dom(G4) =
{

w : |w2| ≤ h2

2
, w2 − w1h ∈

[
− h2

2
,

h2

2

]
,

− h3

6
+ 1

3

(
h2

2
+ w2

)3/2

≤ w3 ≤ h3

6
− 1

3

(
h2

2
− w2

)3/2

,

h
2

w2 + h3

12
− h

2
ρ∗ + 1

3

(
ρ∗)3/2 ≤ w3 ≤ h

2
w2 − h3

12
+ h

2
ρ − 1

3
ρ3/2,

(w2 − h2

2
)2 ≤ 2(w3 − h3

6
)(w1 − h), (

h2

2
+ w2)

2 ≤ 2(w3 + h3

6
)(w1 + h)

}
,

dom(G6) =
{

w ∈ R3 : |w2| ≤ h2

2
, w2 − w1h ∈

[
− h2

2
,

h2

2

]
,

h
2

w2 + h3

12
− h

2
ρ∗ + 1

3

(
ρ∗)3/2 ≤ w3 ≤ h

2
w2 − h3

12
+ h

2
ρ − 1

3
ρ3/2

}
,

dom(G7) =
{

w : |w1| ≤ h, |w2| ≤ h2

2
, w2 − w1h ∈

[
− h2

2
,

h2

2

]
,

w3 − h
2

w2 ∈
[
− h3

12
,

h3

12

]}
,

where ρ∗ = h2

2 − w2 + w1h, and ρ = w2 − w1h + h2

2 .

Finally, we consider the situation for regions �8,�9,�10, and �11. Because v = 0
holds for each case, the analysis becomes simple.

(a) For u = 0. The region is �8, on which the corresponding fi reduces to hi|q−�z|.
Hence,

G8(w1, w2, w3) = sup
(v,u)=0,q∈R

w1q + w2u + w3v − fi

= sup
q∈R

�zw1 + w1(q −�z)− hi|q −�z|

= �zw1 + sup
q∈R

(w1(q −�z)− hi|q −�z|) .

Then it is easy to verify that G8 is finite if and only if |w1| ≤ h. Consequently,
dom(G8) = {w ∈ R3 : |w1| ≤ h} and G8(w1, w2, w3) = �zw1 for w ∈ dom(G8).

(b) For u �= 0 and q−�z
u ∈ [−h, 0]. In this case,

fi(q, u, 0) = |u|
((

q −�z
u

)2

+
(

q −�z
u

)
h + h2

2

)
= |u|

(
β2 + βh + h2

2

)
,

where β = q−�z
u . Therefore,

w1q + w2u − fi = w1�z + w1βu + w2u − |u|
(
β2 + βh + h2

2

)

= w1�z + ψw(β, u),

where β ∈ [−h, 0] and

ψw(β, u) =
{

gw(β)u, if u > 0,
yw(β)u, if u < 0,

(37)
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gw(β) = (w1 − h)β − β2 + w2 − h2

2
,

yw(β) = (w1 + h)β + β2 + w2 + h2

2
.

It is easy to see that gw(β) ≤ 0 on [−h, 0] if and only if

w ∈
{

w : |w1| ≤ h, w2 − h2

2
+ (w1 − h)2

4
≤ 0

}

and yw ≥ 0 on [−h, 0] if and only if

w ∈
{

w : |w1| ≤ h, − (w2 + h2

2
)+ (w1 + h)2

4
≤ 0

}
.

Note that

G9(w1, w2, w3) = �zw1 + sup
u∈R,β∈[−h,0]

ψw(β, u).

Hence,

dom(G9) =
{

w ∈ R3 : |w1| ≤ h, −h2

2
+ (w1 + h)2

4
≤ w2 ≤ h2

2
− (w1 − h)2

4

}
,

on which G9(w1, w2, w3) = �zw1.
(c) For β = q−�z

u ∈ [0, ∞). We have

fi(q, u, 0) = |u|
((

q −�z
u

)
h + h2

2

)
= |u|

(
βh + h2

2

)

and

w1q + w2u − fi = w1�z + w1βu + w2u − |u|
(
βh + h2

2

)
= w1�z + ψw(β, u),

where ψw(β, u) is defined by (37). However, gw(β) and yw(β) are given by

gw(β) = (w1 − h)β + w2 − h2

2
, yw(β) = (w1 + h)β + w2 + h2

2
.

Clearly, on [0, ∞), gw ≤ 0 and yw ≥ 0 if and only if |w1| ≤ h and |w2| ≤ h2

2 .
Therefore,

dom(G10) =
{

w ∈ R3 : |w1| ≤ h, |w2| ≤ h2

2

}

on which G10(w1, w2, w3) = �zw1.
(d) For β = q−�z

u ∈ (−∞, −h]. Proceeding as in (c), we have

dom (G11) =
{

w ∈ R3 : |w1| ≤ h, w2 − w1h ∈
[
−h2

2
,

h2

2

]}

on which G11(w1, w2, w3) = �zw1.
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Using (13) and (14), we have the following main result of this section:

Theorem 3.2 The conjugate function f ∗
i (w1, w2, w3) in (13) has a value of �zw1 over

its effective domain defined by the following inequalities:

w2 − w1h ∈
[
−h2

2
,

h2

2

]
, (38)

w3 − w2h + h2

2
w1 ∈

[
−h3

6
,

h3

6

]
, (39)

(
w2 − h2

2

)2

− 2(w1 − h)
(

w3 − h3

6

)
≤ 0, (40)

(
w2 + h2

2

)2

− 2(w1 + h)
(

w3 + h3

6

)
≤ 0, (41)

−h2

2
+ (w1 + h)2

4
≤ w2 ≤ h2

2
− (w1 − h)2

4
, (42)

−h3

6
+ 1

3

(
h2

2
+ w2

)3/2

≤ w3 ≤ h3

6
− 1

3

(
h2

2
− w2

)3/2

, (43)

h
2

w2 + h3

12
− h

2
ρ∗ + 1

3

(
ρ∗)3/2 ≤ w3 ≤ h

2
w2 − h3

12
+ h

2
ρ − 1

3
ρ3/2, (44)

where ρ∗ = h2

2 − w2 + w1h, and ρ = w2 − w1h + h2

2 .

Remark 3.2 Taking the intersection operation on the right-hand side of (14), we see
that the following inequalities are redundant and can be removed:

|w1| ≤ h, |w2| ≤ h2

2
, |w3| ≤ h3

6
, w3 − h

2
w2 ∈

[
−h3

12
,

h3

12

]
. (45)

Inequalities (42) imply that |w2| ≤ h2

2 . With (38), this further implies that |w1| ≤ h.

With (43), this implies that |w3| ≤ h3

6 . Also, note that inequality w3 − h
2 w2 ∈

[
−h3

12 , h3

12

]
is redundant. In fact, from (43), we have

w3 − h
2

w2 ≥ ϑ(w2) := −h3

6
+ 1

3

(
h2

2
+ w2

)3/2

− h
2

w2,

w3 − h
2

w2 ≤ �(w2) := h3

6
− 1

3

(
h2

2
+ w2

)3/2

− h
2

w2.

It is not difficult to show that under (42) we have |w2| ≤ h2

2 and the convex function
ϑ(w2)−h3/12 has a lower bound of −h3/12, the concave function �(w2) has an upper
bound of h3/12.

Remark 3.3 Now we claim that the set formed by inequalities (38) through (44) is
convex. It is evident that all the constraint functions stated in Theorem 3.2 are convex
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except (40) and (41). However, we can prove that the set formed by inequalities (40)
and (41) remains convex. This follows from the fact that {(a, b, c) : a2 − 2bc ≤ 0, a ≥
0, b ≥ 0, c ≥ 0} is a convex set, because a + b ≥ 2

√
ab if (a, b) ≥ 0. An alternative

explanation for this fact will be given in the next section.

4 Dual model and dual-to-primal conversion

To establish the geometric dual model for problem (2), we need the so-called Fenchel
Dual Theorem [26]. Let f : Rm → (−∞, +∞] be a closed proper convex function on
Rm with the conjugate function f ∗ and let K be a subspace in Rn with the orthogonal
complement K⊥. The problem infy∈K⊥ f ∗(y) is called the geometric (or Fenchel’s)
dual problem of the primal problem infx∈K f (x). The following key results hold for
this setting:

Theorem 4.1 [26] Let f and K be defined as above. Then

inf
x∈K

f (x) = − inf
y∈K⊥

f ∗(y)

if either (a) ri (dom (f)) ∩K �= ∅ or (b) ri(dom(f ∗)) ∩ K⊥ �= ∅ holds.

Moreover, under (a) the infimum of f ∗ over K⊥ is attained and under (b) the infimum
of f over K is attained. In general, x∗ and y∗ satisfy

f (x∗) = inf
x∈K

f (x) = − inf
y∈K⊥

f ∗(y) = −f ∗(y∗),

if and only if

y∗ ∈ ∂f (x∗), x∗ ∈ K, y∗ ∈ K⊥.

Following Theorem 3.2 and (12), we have

F∗(W) =
n∑

i=0

ziw
(i)
0 +

n−1∑
i=0

�ziw
(i)
1 + δ(W|dom(F∗)). (46)

From definition,

f ∗
i (w

(i)
1 , w(i)2 , w(i)3 ) ≥ sup

(qi,ui,vi)=0
(w(i)1 qi + w(i)2 ui + w(i)3 vi − fi(qi, ui, vi)) = −|�zi|.

Hence, f ∗
i is bounded below for each i. It follows from (12) that F∗(W) < ∞ if and

only if f ∗
i (w

(i)
1 , w(i)2 , w(i)3 ) < ∞ for each i. By (12) and (11), we have

dom(F∗) =
⎛
⎝n−1∏

i=0

dom(δ∗(·|Ci))× dom(f ∗
i )

⎞
⎠× dom(δ∗(·|Cn))

=
⎛
⎝n−1∏

i=0

R × dom(f ∗
i )

⎞
⎠× R, (47)
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which is a closed convex set. By Theorem 23.8 in [26],

∂F∗(W) = ∂

⎛
⎝ n∑

i=0

ziw
(i)
0 +

n−1∑
i=0

�ziw
(i)
1 + δ(W|dom(F∗))

⎞
⎠

= ∂

⎛
⎝ n∑

i=0

ziw
(i)
0 +

n−1∑
i=0

�ziw
(i)
1

⎞
⎠+ ∂

(
δ(W|dom(F∗))

)

= vec(z,�z)+ Ndom(F∗)(W), (48)

where vec (z,�z) is a vector of constants given by

vec (z,�z) = (
z0,�z0, 0, 0, z1,�z1, 0, 0, ..., zn−1,�zn−1, 0, 0, zn

)T

and Ndom(F∗)(W) denotes the normal cone of dom(F∗) at the point W .
Recall that in the primal problem the subspace

K = {X ∈ R4n+1 : AX = 0},
where A is a (2n − 1)× (4n + 1) matrix of the coefficients in the constraints, that is,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 h0
h2

0
2

h3
0

6 −1

1 h0
h2

0
2 0 −1

1 h1
h1
2

h3
1

6 −1
1 h1

h1
2 0 −1

· · ·
· · · 1 hn−1

h2
n−1
2

h2
n−1
6 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Hence, K⊥ is the range space R(AT), that is, a linear subspace generated by the
rows of A, and the geometric dual problem of (2) is

inf
W∈R4n+1

{F∗(W) : W ∈ K⊥ = R(AT)}.

By (46), (47), and Theorem 3.2 , the dual problem becomes

min
W∈R4n+1

n∑
i=0

ziw
(i)
0 +

n−1∑
i=0

�ziw
(i)
1

s. t. w(i)2 − w(i)1 hi ∈
[
−h2

i

2
,

h2
i

2

]
, i = 0, . . . , n − 1,

w(i)3 − w(i)2 hi + h2
i

2
w(i)1 ∈

[
−h3

i

6
,

h3
i

6

]
, i = 0, . . . , n − 1,

(
w(i)2 − h2

i

2

)2

− 2(w(i)1 − hi)

(
w(i)3 − h3

i

6

)
≤ 0, i = 0, . . . , n − 1, (49)
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(
w(i)2 + h2

i

2

)2

− 2(w(i)1 + hi)

(
w(i)3 + h3

i

6

)
≤ 0, i = 0, . . . , n − 1,

−h2
i

2
+ (w(i)1 − hi)

2

4
≤ w(i)2 ≤ h2

i

2
− (w(i)1 − hi)

2

4
, i = 0, . . . , n − 1,

−h3
i

6
+ 1

3

(
h2

i

2
+ w(i)2

)3/2

≤ w(i)3 ≤ h3
i

6
− 1

3

(
h2

i

2
− w(i)2

)3/2

, i = 0, . . . , n − 1,

hi

2
w2 + h3

i

12
− hi

2
ρ∗ + 1

3

(
ρ∗)3/2 ≤ w(3)i ≤ hi

2
w(i)2 − h3

i

12
+ hi

2
ρ − 1

3
ρ3/2, i = 0, . . . , n,

(
w(0)0 , w(0)1 , w(0)2 , w(0)3 , w(1)0 , w(1)1 , w(1)2 , w(1)3 , . . . , w(n−1)

0 , w(n−1)
1 , w(n−1)

2 , w(n−1)
3 , w(n)0

)T

∈ R(AT), (50)

where

ρ∗ = h2
i

2
− w(i)2 + w(i)1 hi, ρ = w(i)2 − hiw

(i)
1 + h2

i

2
. (51)

As pointed out in Remark 3.3, the feasible region of the above problem is convex,
although constraint functions (49) and (50) are not convex. To see this more clearly,
we replace these two inequalities by semi-definite constraints. In fact, noting that
(45) is implied by other constraints, (49) and (50) can be replaced by the following
semi-definite constraints without changing the problem:

⎡
⎢⎣

2(hi − w(i)1 )
h2

i
2 − w(i)2

h2
i

2 − w(i)2
h3

i
6 − w(i)3

⎤
⎥⎦ � O,

⎡
⎢⎣

2(w(i)1 + hi) w(i)2 + h2
i

2

w(i)2 + h2
i

2 w(i)3 + h3
i

6

⎤
⎥⎦ � O,

where “ � O” means the square matrix is positive semi-definite. Consequently, we
have ⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2(hi − w(i)1 )
h2

i
2 − w(i)2 0 0

h2
i

2 − w(i)2
h3

i
6 − w(i)3 0 0

0 0 2(w(i)1 + hi) w(i)2 + h2
i

2

0 0 w(i)2 + h2
i

2 w(i)3 + h3
i

6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� O.

Therefore, the dual problem can also be viewed as a convex program with semi-defi-
nite constraints.

It is not difficult to see that condition (a) of Theorem 4.1 holds for the primal
problem. Hence, the dual attains its infimum. On the other hand, it is evident that
0 ∈ ri(dom(F∗)), that is, condition (b) of Theorem 4.1 is valid. Therefore, the primal
problem (2) also attains its infimum.

The last constraint of the dual problem indicates that the variable W can be rep-
resented as a linear combination of the rows of A. Denoting by Y the combined
coefficients, that is, W = ATY , and substituting it into other constraints, we can elim-
inate variable W and formulate the dual problem in terms of Y , which has 2n − 1
instead of 4n + 1 variables. However, such elimination may make other constraints
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more complicated. When n becomes large, elimination could be wise, but not for
problems with small n. Since we have a smooth convex dual problem, most nonlinear
programming algorithms including the interior point algorithms become applicable.

Our remaining task is to construct a dual-to-primal conversion mechanism. We
show that a primal optimal solution can be calculated by solving a sparse linear pro-
gram determined by a dual optimal solution W∗. To do this, we introduce the notation

Cl
1i(w) = − h2

i
2 − w(i)2 + w(1)i hi, Cr

1i(w) = − h2
i

2 + w(i)2 − w(1)i hi,

Cl
2i(w) = − h3

i
6 + 1

3

(
h2

i
2 + w(i)2

)3/2
− w(i)3 , Cr

2i(w) = w(i)3 − h3
i

6 + 1
3

(
h2

i
2 − w(i)2

)3/2
,

Cl
3i(w) = − h2

i
2 + (w(i)1 −hi)

2

4 − w(i)2 , Cr
3i(w) = w(i)2 − h2

i
2 + (w(i)1 −hi)

2

4 ,

Cl
4i(w) = − h3

i
6 − w(i)3 + w(i)2 hi − h2

i
2 w(i)1 , Cr

4i(w) = w(i)3 − w(i)2 hi + h2
i

2 w(i)1 − h3
i

6 ,

Cl
5i(w) = (w(i)2 − h2

i
2 )

2 − 2(w(i)1 − hi)(w
(i)
3 − h3

i
6 ), Cr

5i(w) = (w(i)2 + h2
i

2 )
2 − 2(w(i)1 + hi)(w

(i)
3 + h3

i
6 ),

Cl
6i(w) = hi

2 w(i)2 + h3
i

12 − hi
2 ρ

∗ + 1
3
(
ρ∗) 3

2 − w(i)3 , Cr
6i(w) = w(i)3 − hi

2 w(i)2 + h3
i

12 − hi
2 ρ + 1

3ρ
3
2 ,

where i = 0, . . . , n − 1, and ρ∗, ρ are given by (51).

Let W∗ be a dual optimal solution. By Theorem 4.1, X ∗ is a primal optimal solution
if and only if it satisfies the following conditions:

W∗ ∈ ∂F(X ∗), X ∗ ∈ {X : AX = 0} and W∗ ∈ R(AT).

Since the third condition is automatically satisfied for a dual solution, we can reduce
the conditions to

W∗ ∈ ∂F(X ∗) and X ∗ ∈ {X : AX = 0}. (52)

Note that F(X ) is a closed proper convex function. By Theorem 23.5 of [26], we have

W ∈ ∂F(X ) if and only if X ∈ ∂F∗(W).

Hence, (52) becomes

X ∗ ∈ {X : AX = 0} ∩ ∂F∗(W∗).

It follows from (48) that X ∗ is a primal optimal solution if and only if

AX ∗ = 0 and X ∗ ∈ vec(z,�z)+ Ndom (F∗)(W∗). (53)

Once a dual optimal solution W∗ is obtained, the index set (corresponding to binding
constraints) defined below becomes completely known:

I(W∗) : = {(l, k, i) : Cl
ki(W∗) = 0, k = 1, . . . , 6; i = 0, . . . , n − 1}

∪{(r, k, i) : Cr
ki(W∗) = 0, k = 1, . . . , 6; i = 0, . . . , n − 1}.

Let

ρl
ki =

⎧⎨
⎩

1, if (l, k, i) ∈ I(W∗),

0, otherwise.
ρr

ki =
⎧⎨
⎩

1, if (r, k, i) ∈ I(W∗),

0, otherwise.
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The normal cone Ndom(F∗)(W∗) is generated by the gradients of those binding
constraints at W∗. That is,

Ndom(F∗)(W∗) =
{ 6∑

k=1

n−1∑
i=0

(
λl

kiρ
l
ki∇Cl

ki(W∗)+ λr
kiρ

r
ki∇Cr

ki(W∗)
)

: λl
ki ≥ 0,

λr
ki ≥ 0, k = 1, . . . , 6; i = 0, . . . , n − 1

}
.

Any solution to (53) is an optimal primal solution. However, we may seek a solution
with certain properties, such as a solution with minimal L1 norm, L2 norm or L∞
norm. If we take the L1 norm, then we have the following problem:

min ‖X‖1

Subject to AX = 0,

X = vec(z,�z)+
6∑

k=1

n−1∑
i=0

(
λl

kiρ
l
ki∇Cl

ki(W∗)+ λr
kiρ

r
ki∇Cr

ki(W∗)
)

, (54)

λl
ki ≥ 0, λr

ki ≥ 0, k = 1, . . . , 6, i = 0, . . . , n − 1.

Let X+ = max{X , 0} and X− = min{X , 0}, where the min(·) and max(·) operations are
performed componentwise. Then

X = X+ − X− and |X‖1 = eT(X+ + X−).

This says that problem (54) is actually a linear program. We can be solved it efficiently
using either interior-point or simplex based methods [11]. Note that the gradients
∇Cl

ki(W∗) and ∇Cr
ki(W∗) are (4n − 1)-dimensional vectors with only three nonzero

components. Hence, problem (54) is in general sparse.
If we choose the L2 norm, then the resulting problem becomes a quadratic pro-

gramming problem that can be handled by many available algorithms.

5 Concluding remarks

Recent computational results have indicated that first-derivative-based L1 splines,
that is, C1-smooth cubic splines obtained by minimizing the L1 norm of the difference
between the first-order derivative of the spline and the divided differences of the data,
have excellent shape preservation capability. Finding the coefficients of a first-deriv-
ative-based L1 spline is a non-differentiable convex programming problem. We have
derived a geometric dual that is a smooth convex program with a linear objective
function and cubic constraints. This dual program is theoretically more convenient
than the primal program and will allow use of more efficient algorithms, such as inte-
rior-point algorithms, to calculate the coefficients of the spline. Once a dual optimal
solution is obtained, conversion to a primal optimal solution is no more than a linear
program. The results obtained in this paper provide a platform for further study on
the mathematical treatment of shape-preserving properties and the development of
specific algorithms for this new class of cubic spline functions.

Extensions of the results of this paper from interpolating splines to approximat-
ing splines and from splines to solution of partial differential equations are possible.
Smoothing splines that minimize a linear combination of the �1 norm of the difference
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between the spline and the data and L1 norm of the second derivative of the spline
have been shown in [17] to have excellent shape-preservation properties. A theoret-
ical investigation of second-derivative-based L1 smoothing splines has been carried
out in [7]. Algorithms that take into account the special structure of the problem have
been developed [6,30]. Development of first-derivative-based L1 smoothing splines
is of considerable theoretical and practical interest. L1-norm-based approaches have
also been shown to be advantageous for solution of differential equations [15].

It is worth mentioning that, while no boundary condition has been explicitly con-
sidered in our model, we can impose boundary conditions or other conditions on the
coefficients of the underlying spline function without substantial changes in the analy-
sis presented in this paper. For instance, if the conditions Z ′(x0) = γ0 and Z ′(xn) = γ1
are imposed on the spline, where γ0, γ1 are two constants, then only three more

constraints, that is, qn−1 + hn−1un−1 + h2
n−1
2 vn−1 = qn, q0 = γ0, and qn = γ1, have

to be added to problem (2). Furthermore, the latter two simple constraints can be
incorporated into the objective function by using the indicator function as we have
done for the condition of pi = zi.
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